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Introduction

Knowing in great detail the molecular structures that are re-
sponsible for the interaction of a protein with a ligand is of
utmost importance for drug design.[1] Due to our increasing
understanding of intermolecular interactions, much effort has
been put into designing novel ligands in silico, once a protein
structure of a related complex has been solved by X-ray crys-
tallography or NMR.[2] In most real cases, however, a purely
theoretical approach is not feasible because the simulations
have not reached the level of sophistication that would allow
the prediction of binding sites or account for complex three-di-
mensional rearrangements. Thus, there is a need for fast and
reliable experimental solutions of 3D protein–ligand complex
structures.
Protein–ligand structures are now routinely obtained by X-

ray analysis of ligand-soaked protein crystals.[3] Nevertheless,
there are numerous cases in which this approach fails due to
the problems of soaking the crystals with certain ligands, mul-
tiple binding modes, or large-scale motions of the protein that
disrupt the crystal lattice. Alternatively, NMR spectroscopy can,
in principle, provide intermolecular distance restraints between
protein and ligand that are sufficient to solve a protein–ligand
structure. The use of isotope-labeled protein and unlabeled
ligand, which allows unambiguous detection of NOEs, has
been particularly useful in this respect.[4] Complex structures
require 13C-labeled protein, a near-complete protein assign-
ment including side chains, and complicated experimental
schemes. Therefore, NMR has a much lower throughput than
crystal soaking. Even worse, it requires moderately tight bind-
ers. For both reasons, NMR is often not the method of choice
for solving ligand–protein complexes, particularly in the early
stages of drug development when usually large numbers of

binders with weak binding affinities have to be structurally
characterized. This is even more true for recent approaches
that search for “fragments”[5] that are to be tethered together
once their individual binding modes are known.
Several straightforward and faster approaches for overcom-

ing this problem have been presented. Selective-labeling ap-
proaches have been used to measure intermolecular NOEs
without the need for explicit side-chain assignment.[6] Ligand-
based techniques, such as TrNOE[7] or TrCCR,[8] define the struc-
ture of a ligand in its protein-bound state but do not give
information about its binding mode. Sometimes they even
require isotope labeling of the ligand. The “structure–activity
relationships by NMR” (SAR by NMR) method,[9] makes use of
ligand-induced chemical shift perturbations (CSPs) in the pro-
tein to localize binding sites. This method requires only a back-
bone assignment and a 3D structure (which can also be a
homology-modeled structure) of the protein.
It is evident that CSPs can also guide modeling. For example

they can define the orientation of a ligand relative to the pro-
tein.[10] It has been shown that it is possible to generate mean-
ingful structures from CSPs in protein–protein interactions.[11]

Here, we describe how this approach can be successfully ex-
tended to calculate complexes of small ligands bound to pro-
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Here we present an NMR-based approach to solving protein–
ligand structures. The procedure is guided by biophysical, bio-
chemical, or knowledge-based data. The structures are mainly
derived from ligand-induced chemical-shift perturbations (CSP)
induced in the resonances of the protein and ligand-detected sa-
turated transfer difference signals between ligands and selectively
labeled proteins (SOS-NMR). Accuracy, as judged by comparison
with X-ray results, depends on the nature and completeness of
the experimental data. An experimental protocol is proposed that
starts with calculations that make use of readily available chemi-

cal-shift perturbations as experimental constraints. If necessary,
more sophisticated experimental results have to be added to im-
prove the accuracy of the protein–ligand complex structure. The
criteria for evaluation and selection of meaningful complex struc-
tures are discussed. These are exemplified for three complexes,
and we show that the approach bridges the gap between theo-
retical docking approaches and complex NMR schemes for deter-
mining protein–ligand complexes; especially for relatively weak
binders that do not lead to intermolecular NOEs.
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teins in relatively high throughput. We concentrate on three
main questions: i) what are the selection criteria that identify
an accurate structure? ii) how many NMR data are actually
needed for the calculation of a structure?, and iii) how accurate
is this structure and how does it depend on the nature of ex-
perimental input?

Results and Discussion

The ambiguous interaction restraint (AIR) concept in
protein–ligand interactions

In the traditional concept of NMR structure determination, dis-
tance restraints from NMR data are usually introduced be-
tween a defined pair of atoms. They lead to a “penalty” energy
if a target distance is violated. By contrast the AIR approach,
which is used in protein–protein docking (HADDOCK)[11] and
was first introduced into automated structure calculation/as-
signment process of proteins by Nilges and co-workers,[12,13] as-
sumes a multitude of restraints that are applied between two
sets of atoms. The penalty energy calculated from these is de-
fined so that the fulfillment of a restraint causes a steep de-
crease in the energy function. However, a distance increase in
a clearly unfulfilled restraint causes only a smooth increase in
the energy term. The aim of the simulation is then to find rea-
sonable physical structures with a maximum number of ful-
filled AIRs.
CSPs as a source for AIRs were first proposed by Nilges

et al.[13] in 1998 and are increasingly utilized for the determina-
tion of protein–protein complexes.[11] Usually, AIRs are defined
between all atoms of two residues that experience CSPs. This
is not reasonable for protein–ligand interactions because the
ligand is much smaller than the protein. If all atoms in a per-
turbed protein residue were used in AIR definition, the calcula-
tion would achieve an optimal solution solely by side-chain re-
orientations on the protein, and the full range of ligand orien-
tations would not be sampled. Therefore, only the amide pro-
tons of shifting residues were used in AIR definition. Thus, all
AIRs are defined only in one direction, from the ligand to the
protein. This means that every CSP leads to one AIR.

Selection of structures

Structure determination by NMR yields an ensemble instead of
one unique configuration. This is because the structure is un-
derdetermined with respect to the underlying data. The devia-
tion of any structure from the “real” one, which is principally
unknown, is called the accuracy of the structure. Defining crite-
ria for choosing structures with good accuracy has been an es-
sential part of NMR-structure calculation validation.[14] A “refer-
ence” crystal structure is used to calculate the accuracy, which
in our case is simply the root-mean-square (rms) difference in
the coordinates of the ligand, between the crystal structure
and the outcome of the NMR calculation. With this approach,
it turned out that correct protein structures could be obtained,
in general, with an appropriate energy function during the mo-
lecular-dynamics (MD) simulation.

Intermolecular forces that are of particular importance for
protein–ligand complexes are difficult to quantify. Therefore it
is difficult to make assertions concerning the accuracy of
ligand orientation, although significant process has been made
in the field.[15, 16] On the other hand, we found that the energy
hyper-surface that is defined by AIR is too simple to be an in-
dependent measure of accuracy. Therefore, a suitable combina-
tion of selected experimental and nonexperimental energies is
necessary to select structures with good accuracy.
The procedure was tested by using protein–ligand com-

plexes with known X-ray structure and NMR assignment
(Table 1). The choice of the starting structure is important for

the results. In many cases holo structures seem to be the best
choice.[17] Nevertheless, calculations were started with coordi-
nates of the apoprotein to prevent the introduction of a “struc-
tural bias” by the holo conformation. The calculated complex
structures were then compared to the coordinates of the re-
spective complexes. This yields the accuracy that can be corre-
lated to a variety of selection criteria. A principal-component
analysis of all energy terms from the simulation with respect
to the accuracy showed a very different contribution from the
various energy terms. Purely intramolecular terms, such as the
bond lengths or angles, are uncorrelated to accuracy. Electro-
static interactions had strong correlations but differed strongly
for different proteins. Therefore both are unsuitable as a gener-
al measure of accuracy. On the other hand, both the intermo-

Table 1. Structures : protein, ligand, target complex structure, starting
conformation of the protein, differences between the two primary se-
quences of the former two structures, and BMRB code of the protein
NMR-assignment.

Protein Ligand PDB code
complex
reference

PDB code
starting
conformation

Muta-
tions

BMRB
code

PTP1b 1ECV[18] 1PTY[19]
T151S
C215S
D252E

5474[20]

PKA 1YDR[21] 1CMK[22]

M6K
Y69F
F108Y
A124P

6183[23]

p38 1A9U[24] 1P38[25]
L48H
T26A

6468[26]
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lecular van der Waals energy and the experimental AIR energy
showed strong correlations of similar size for different protein–
ligand systems. They are therefore suitable as measurements
of accuracy. Accurate structures are picked from a “selection
plot” in which both the intermolecular van der Waals and ex-
perimental AIR energy are plotted (Figure 1). Structures with
both a low van der Waals and AIR energy are possible solu-
tions. By contrast, structures in which only one of the two
energy terms is low are discarded.

Three case studies highlight the potential and commonly
encountered problems of the NMR-based docking approach
(Table 1). These are the complexes of i) phosphotyrosine phos-
phatase 1b (PTP1b) with 5-iodo-2-(oxalylamino)benzoic acid
(1),[18–20] ii) catalytic subunit cAMP dependent protein kinase A
(PKA) with H7 (2),[21–23] and iii) mitogen-activated kinase p38
with SB203580 (3).[24–26]

Case study 1: PTP1b

CSPs caused by 1 lead to a well-defined binding site (Fig-
ure 2a) but few distant residues are also affected. Only resi-
dues that could be in the vicinity of the ligand would be trans-
formed to AIRs after determination of the binding area in an
explorative structure-determination process. Nevertheless, all
experimental CSPs, including the distant ones, were introduced
to demonstrate the stability of the calculation. The primary
sequences of apo and 1-complexed PTP1b that have been
solved by X-ray crystallography differ in the vicinity of the
binding site, as defined by CSPs. Therefore, the apo structure
was modified to accommodate the mutations T151S, C215S,
and D252E that are present in the complex. Distant AIRs cause
severe van der Waals violations in the rigid body minimization
step. Therefore, AIRs were switched off in all subsequent calcu-
lations. Experimental parameters are thus switched on at the
initial stage of the procedure and help in finding the binding
site. All later steps are purely modeled optimizations of the
protein–ligand interactions. The resulting selection plot has an

excellent correlation of intermolecular van der Waals and AIR
energies with the positional root-mean-square deviations
(rmsd) of the ligand, relative to the reference structure (Fig-
ure 2b). Complexes with low energy for both energy terms
have low rmsd relative to the reference structure. Equally im-

Figure 1. Basic principle of the selection plot. Intermolecular van der Waals
energies and experimental AIR energies are evaluated for each complex
structure and plotted. Structures that possess both low van der Waals and
AIR energies are accepted. Structures are rejected if one (or both) of the
two energies is high.

Figure 2. a) Residues with the largest CSPs (red) caused by 1 and residues
for which flexibility was allowed during the simulation (blue), mapped onto
the X-ray structure of apo-PTP1b. b) Selection plot of the resulting com-
plexes. The accuracy of each structure relative to the reference X-ray com-
plex is indicated in gray scale. This represents the positional rmsd in the co-
ordinates of the ligand. The selection plot shows that in this case one of the
two energies would be sufficient for the selection of a structure. c) A selec-
tion of accepted structures from NMR data (green/yellow) corresponds well
with the X-ray reference complex (blue), with an rmsd of ca. 1 L.
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portant, both energies rise dramatically if the structure devi-
ates from the reference structure. This is particularly interesting
for the artificial AIR energy since this energy was switched off
during the final simulation steps. The result of this structure
calculation is a complex conformation which has a positional
rmsd relative to the X-ray structure between 1.1 L and 1.5 L in
the coordinates of the ligand (Figure 2c).
This case study shows that the calculation of a complex

structure from CSPs can be straightforward. No further as-
sumptions concerning known binding modes were used as
input. Furthermore, AIRs far away from the binding site do not
bias the final result, provided that they are switched off during
the refinement process. It is also interesting to note that each
of the energies alone (experimental or van der Waals energies)
would have been sufficient to select the correct structures.

Case study 2: PKA

For PKA, CSPs are located in a well-defined cluster around the
adenine-binding pocket. Therefore, all AIRs remained switched
on during the entire simulation. Since any sequence differen-
ces of the various PKA structures are more than 15 L away
from this site, neither of these mutations had to be considered
in the simulation.
Although the CSPs seem to define the binding site reasona-

bly well, it turns out that the basis of available NMR and X-ray
data complicates the situation; this is very common in drug
discovery. First, the NMR assignment[23] is incomplete and ex-
cludes a large part of the adenosine-binding pocket surface.
Second, although the apo structure is known (PDB code
1J3H)[27] there is no electron density for large (though not es-
sential) parts of the protein. The structure of protein kinase in-
hibitor (PKI) bound PKA (PDB code 1CMK),[19] which was used
as the starting model, deviates with 1.2 L backbone rmsd from
apo-PKA, and the PKA–2 complex (PDB code 1YDR)[21] deviates
by another 1.8 L. This is due to the conformational switch that
changes PKA from its “open” apo conformation to a “closed”
ligand-bound conformation. These forms are only extremes of
an ensemble of conformational states that have been charac-
terized for PKA; the choice of the appropriate starting struc-
ture is therefore problematic. Notably, a related equilibrium be-
tween open and closed conformations also exists for the WPD
loop in PTP1b.[28] However, the selection of the starting struc-
ture is easier since 1) the conformational change is only local,
and 2) it manifests itself in strong CSPs of the loop residues.
For PKA, both structures were tentatively used as starting
structures.
Starting from the protein in a closed form (PDB code 1ATP)

fails in the initial rigid body minimization step, simply because
the closed conformation prevents the ligand from entering its
correct binding site. It is needless to mention that the simula-
tion is very successful if the ligand is placed initially at the
binding site (data not shown). This demonstrates that the
proper choice of a starting protein structure is essential. It was
previously noted that the outcome of virtual screening was
largely dependent on the target protein structure.[15]

When starting from the apo structure (PDB code 1CMK),
which is an open conformation, the resulting configurations
after water refinement are not closer than 3 L rmsd from the
reference structure in the coordinates of the ligand. Based on
the selection plot the identification of meaningful structures is
nevertheless possible (Figure 3b). The difference is at least par-
tially due to an incorrect positioning of the piperazine ring.
This moiety has little shape complementarity and few interac-
tions with the protein. Hence it can be modified to methyl-
aminoethyl in H8, which binds only twice as tightly as H7. On
the other hand, the orientation and possible constructive inter-
actions of the quinazoline ring, which is the main feature of
the H series of inhibitors,[21] are correctly reproduced. Both the
X-ray and lowest AIR-energy structures show the hydrogen
bridge to the backbone of Val123. This information can thus
guide possible drug development programs. This is an encour-
aging result bearing in mind that i) the simulation does not in
any way reproduce the drastic conformational changes of the
protein, particularly the open/close transition, and ii) considera-
ble parts of the ligand-binding site of the protein are unas-
signed and do not contribute to the experimental input. This
example shows that the combination of two selection criteria
is essential (Figure 3b) since both favorable van der Waals in-
teraction and experimental energies are also compatible with
high rmsd deviations.
This case study also shows that even for a protein with in-

complete information a complex structure can be calculated
from the CSP data alone. Although neither CSP data nor the
calculation predict the changes in the domain orientation, the
binding mode is correctly elucidated.

Case study 3: p38

p38 is similar to PKA in that the ligand-induced CSPs cluster in
a well-defined region that is far away from any differences in
the primary sequences of apo and reference structures. The
definition of the binding site (Figure 4a) is more complete
compared to PKA because the extent of assignment is
higher.[26] Since apo- and ligand-bound structures deviate by
only 0.9 L, the choice of a proper starting structure is less criti-
cal than in the case of PKA.
Despite this promising situation, the calculation yields a mul-

titude of solutions with comparable AIR and van der Waals en-
ergies (Figure 4b). The correct structure is among these but it
is not possible to identify it as the solution of the docking
problem. The reason is the specific shape of SB203580 (3),
which has one twofold and one threefold axis of rotational
symmetry. This implies that the ligand can also occupy the
binding site in other symmetry-related orientations. This failure
does not affect the principle of the selection plot. Since differ-
ent binding modes lead to very similar final energies, neigh-
bored points in the selection plot have a high rms difference.
By contrast, neighbored structures in the selection plot of the
two examples discussed above belong to the same structural
family. Whether an ensemble of configurations from the selec-
tion plot is a proper choice or not is thus readily decided from
their relative structural differences.
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Whereas it is straightforward to resolve this ambiguity by
X-ray crystallography due to different diffraction properties of
the three rings, this is not possible by CSPs which only define
a binding site. In order to yield an unambiguous solution, the
structure calculation needs additional input. This can be either
restraints that enforce plausible interactions or additional NMR

data. We discuss both options since both were found to be
successful.
The first approach, which restrains the simulation to a plau-

sible solution, is based on the wealth of structural data that is
available for protein–ligand complexes in general and for pro-
tein kinases in particular. In the case of the p38–3 interaction
CSPs localize the binding at the adenosine-binding site. In
nearly all known cases binding at this site includes formation
of at least one specific hydrogen bond to the “hinge” residues
(His107–Met109 in p38). These manifest themselves in very
strong CSPs for these amino acids, and are in principle measur-
able by NMR since they influence exchange properties with
bulk water. It is reasonable to restrain the simulation such that
at least one hydrogen bond with one of the hinge-residue
amide groups is formed. We have done this by introducing
one additional AIR between possible ligand and the hinge
donor/acceptor pairs. The definition of this single AIR is suffi-
cient to make the result of the simulation unambiguous (Fig-
ure 5a). This approach shows that apparently the hydrogen
bonds are not correctly modeled within our simulation and
supports the notion that the modeling of protein ligand-bind-
ing sites is challenging[29] and still insufficiently reproduced in
common force fields.

Figure 3. a) Residues with the largest CSPs (red) caused by 2 and flexible res-
idues (blue) mapped onto the X-ray structure of apo-PKA. b) Selection plot
of the resulting complexes as described in Figure 2b. The accepted struc-
tures are not the ones with the best individual energies. c) The two best
complexes from NMR data (green/yellow), compared to the X-ray reference
structure (blue), show good agreement of the quinazoline ring. This ring is
responsible for the typical interactions observed for the H class of PKA inhib-
itors. The agreement of the nonconserved piperazine ring is less good, and
results in an overall rmsd of 3 L relative to the reference X-ray structure.

Figure 4. a) Residues with the largest CSPs (red) caused by 3 and flexible res-
idues (blue) mapped onto the X-ray structure of apo-p38. b) Selection plot
starting only from CSP data. The accuracy of each complex relative to the
reference X-ray structure is indicated as described for Figure 2. The calcula-
tion leads to many accurate and wrong structures with comparable ener-
gies. It would be impossible to pick a single structure out of these.
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The second approach to resolve the ambiguity of the ligand
is the inclusion of additional experimental NMR data. Whereas
differential line broadening or saturated transfer difference
(STD) buildup of ligand signals are inexpensive and quick
methods, their information content is not always high enough
to unambiguously characterize the ligand-interaction surface.
More sophisticated recent approaches aim at a quantification
of STD buildup, either by back-calculation of the full relaxation
matrix (Corcema-STD)[30] or by simplification of the relaxation
matrix by selective labeling (SOS-NMR).[14]

As an example, we show how the SOS-NMR approach yields
a unique solution of the problem. The SOS concept was origi-
nally demonstrated with selectively 1H-labeled and otherwise
deuterated proteins. The selectively labeled amino acids lead
to patches of STD-active surface that cumulatively yield a
unique solution. Every single sample has a high degree of am-
biguity that is reduced stepwise by the overlap of a sufficient
number of other samples. In combination with CSPs, the
number of required SOS-samples is smaller because CSPs
define the binding site accurately enough to enable the search
for residues that occur only once near this binding region. We
restricted our experiments to amino acids that: i) can be over-
expressed in deficient E. coli strains, to ease the labeling pro-
cess, ii) bear methyl groups, to simplify the STD experiment,
and iii) are less abundant in the ligand binding site (as defined
by the CSPs) to simplify the evaluation. An analysis of the p38
X-ray structure shows that Ile84 is present near the binding
site and can lead to STD effects (Figure 6a). Experimental data
(Figure 6b) essentially confirm what is expected from the geo-
metrical analysis. An additional AIR connecting the side chain
protons of Ile84 and protons of the fluorophenyl and pyridyl
rings was constructed.
The introduction of only a single restraint from the SOS

sample does not lead to meaningful results but yields the cor-
rect solution, among others. This is not unexpected because
distance restraints involving just one methyl group cannot
uniquely define a three-dimensional structure. Also, spin diffu-
sion effects that are expected for a protein of this size are
more likely to falsify the distance information of NOEs than in
the published example of the 12 kDa FKBP (FK506-binding pro-
teins).[14] However, if the SOS results are combined with the
CSP data, this leads to a unique solution (Figure 6c). Obviously
the proper choice of the labeled amino acid (or the use of
more than one sample) is essential for the outcome of the
experiment.
In addition to the methods exploited here, particularly the

back-calculation of ligand CSPs is a very promising ap-
proach.[31]

Conclusion

The aim of this study was the calculation of protein–ligand
complexes that are obtained from a minimal set of NMR-de-
rived information. It turns out that surprisingly little NMR infor-
mation is necessary to yield a unique complex structure. In the
search for selection criteria that identify an accurate family of
structures we introduced a selection plot. It utilizes the fact

Figure 5. The high symmetry of SB203580 (3) causes several problems. Par-
ticularly the C2v symmetry of the two rings is difficult to resolve. a) The two
possible options that differ in their ability to form a hydrogen bond with the
Met109 amide group. These two options highlight the difficulty in quantify-
ing hydrogen bonds in molecular simulations. b) Selection plot of the com-
plexes resulting from a simulation that includes both experimental AIRs and
the assumption of at least one hydrogen bond. c) A selection of accepted
complexes from NMR data (green/yellow) compared to the X-ray reference
structure (blue) shows that the NMR-derived docking mode agrees well with
the reference X-ray structure (rmsd of 1.8 L–2.9 L in the coordinates of the
ligand).
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that the combination of the intermolecular van der Waals
energy from the physical force field and the penalty energy
from the violation of the experimental parameters is sufficient
to identify a correct structure.

The structures presented in this study are derived from very
sparse NMR data. Although the resulting structural models are
not very accurate if compared to a high-resolution NMR struc-
ture, the essential interaction partners and the orientation of
the ligand, which are of prime importance for the medicinal
chemist, are correctly reproduced. Obviously, the identification
of a binding area by CSPs suffices in many cases to identify
the correct orientations of the ligand with respect to the pro-
tein. It seems to be more important than complete NMR as-
signments and CSP interaction profiles (which are very often
not available for typical targets), or even the choice of a
proper starting structure. Once a binding site is given, only a
limited number of orientations can satisfy both the surface
complementarity of protein and ligand and constructive inter-
actions. It has been shown that any protein–ligand interaction
can occur at such “hot spots” that possess particular surface
and shape properties.[29] Although this result can, in principle,
also be obtained from purely theoretical modeling, NMR is in-
dispensable for the identification of protein hot spots. It is in-
triguing that the only real problem, the docking of SB203580
(3) to p38, is caused by the high symmetry of the ligand. We
could show that the inclusion of a few additional experience-
or experiment-based restraints suffices to solve the symmetry
problems. Due to the “open” concept of “crystallography and
NMR system” (CNS),[32] many other restraints are conceivable.
NMR structure determination of protein–ligand complexes

has come a long way, even though in its stringent classical
form, it is not a real alternative to X-ray structure determina-
tion. On the other hand, high throughput crystallization pro-
grams[3] readily identify binding and binding mode at the
same time. NMR has been successfully applied to the screening
mixtures and finding binding sites.[9] Here we show that in
many cases the additional step to binding modes is only mar-
ginal, a procedure which we would like to call LIGDOCK.

Experimental Section

Origin of CSPs : The procedure proposed in this article was validat-
ed by application to three protein–ligand complexes with known
X-ray coordinates for apoproteins and protein–ligand complexes
and known NMR assignments as compiled in Table 1. Differences in
the primary sequences of the apo structures, the complex struc-
ture, and the construct used for NMR measurements were treated
as mentioned in the results section.
Proteins (PTP1b1–282, PKA1–350, p382–349) were overexpressed with
uniform 15N-labeling in E. coli following standard procedures. All
CSPs were extracted from 800 MHz TROSY spectra by using pub-
lished assignments (Table 1) as chemical shift index (D1H+ 15N= (D

2
1H

+0.17·D2
15N)

1/2). CSPs were classified as strong, medium, and weak
based on the shift distributions, and only strong CSPs were used
for the calculation of structures (Table 2). All experimental restraints
were applied as AIRs. The binding area of the protein can be locat-
ed in all three examples by mapping the strong CSPs onto the pro-
tein structure.
MD simulations and analysis of resulting structures : A three-
stage docking protocol, which was developed by Bonvin and co-
workers,[11] was used subsequent to HADDOCK. The protocol in-
cludes: i) randomization of orientations and rigid body minimiza-
tion, ii) simulated annealing in torsion angle space, and iii) refine-

Figure 6. a) The use of the SOS-NMR principle with deuterated and selective-
ly protonated protein can resolve the orientation of the ligand. These sam-
ples lead to STD effects at short saturation times only for ligand protons
that are closer than 6 L to the protonated site. The nearest isoleucine, Ile84,
leads to saturation transfer at both rings and can orient the ligand correctly.
b) The experimental SOS-NMR data confirms the assumptions that are ex-
pected from the geometric analysis of the X-ray structure. c) Selection plot
of the complexes resulting from a simulation that includes CSP and SOS
data. In both cases an unambiguous solution is found.
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ment in Cartesian space with explicit water. Table 3 summarizes
the parameters of each step. CNS[32] was used for all structure cal-
culations. Energies were evaluated by using the full electrostatic
and van der Waals energy terms with a cutoff distance of 8.5 L.
Optimized parameters for liquid simulation (OPLS) bonded parame-
ters from a modified version of parallhdg5.2.pro force field were
used. Residues located near the binding site were defined as flexi-
ble (Table 3). The analysis of the simulations was performed with in
house MATLAB-scripts. In the case of SB203580 (3), the rotational
symmetry of pyridyl- and fluorophenyl rings were accounted for by
the calculation of rmsd relative to the reference structure. Initial
conformers of ligands were generated manually by using the
PyMOL[33] graphics system with a subsequent energy minimization
in CNS.
Preparation of the SOS sample and STD measurement : Protein
kinase p38 with uniformly deuterated but selectively protonated
isoleucine residues (1H-Ile) was prepared as described,[34] with
minor modifications. STD-NMR spectra[35] were measured on a Bru-
ker DRX600 spectrometer with 150 ms presaturation (three 50 ms
Gaussian-shaped pulses).

Keywords: kinases · molecular dynamics · NMR spectroscopy ·
phosphatases · proteins
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Table 2. Residues showing strong CSP and flexible residues.

System CSPs Flexible residues

PTP1b–1 49, 52, 83 85, 86, 122, 182,
184, 254, 257, 262, 263

24, 45–52, 83–87, 115–124,
181–185, 214–223, 254,
257–266

PKA–2 50, 52, 55, 57, 59, 70, 71, 123,
322

49–59, 70–72, 104, 120–129,
170–173, 183–184, 322–327

p38–3 33, 35, 38, 42, 53, 57, 80[a] ,
104, 109, 110, 111, 142[a] , 154

29–41, 49–57, 72–76, 83-89,
102–112, 154–159, 166–173

[a]Residue was not included in AIR.

Table 3. Docking parameters.

Runs Space Steps T [K] Time step [fs] Protein backbone Protein side chains Ligand

~300 – minimization – – rigid rigid rigid
100 torsion angle 1000 2000!50 8 rigid rigid flexible
100 torsion angle 4000 2000!50 8 rigid flexible flexible
100 torsion angle 1000 500 ! 50 2 flexible flexible flexible
40 cartesian 500/500/500 100/200/300 2 Kpos=5 kcalmol�1 L�2 flexible Kpos=5 kcalmol�1 L�2

40 cartesian 5000/1000/1000 300/200/100 2 flexible flexible flexible
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